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Many impl. for DNN!!!

• Theano – CPU/GPU symbolic expression compiler in python (from LISA lab at University of Montreal)

• Pylearn2 - Pylearn2 is a library designed to make machine learning research easy.

• Torch – provides a Matlab-like environment for state-of-the-art machine learning algorithms in lua (from Ronan Collobert, Clement Farabet and Koray Kavukcuoglu)

• DeepLearnToolbox – A Matlab toolbox for Deep Learning (from Rasmus Berg Palm)

• Cuda-Convnet – A fast C++/CUDA implementation of convolutional (or more generally, feed-forward) neural networks. It can model arbitrary layer connectivity and network depth. Any 
directed acyclic graph of layers will do. Training is done using the back-propagation algorithm.

• Deep Belief Networks. Matlab code for learning Deep Belief Networks (from Ruslan Salakhutdinov).

• matrbm. Simplified version of Ruslan Salakhutdinov’s code, by Andrej Karpathy (Matlab).

• deepmat- Deepmat, Matlab based deep learning algorithms.

• Estimating Partition Functions of RBM’s. Matlab code for estimating partition functions of Restricted Boltzmann Machines using Annealed Importance Sampling (from Ruslan
Salakhutdinov).

• Learning Deep Boltzmann Machines Matlab code for training and fine-tuning Deep Boltzmann Machines (from Ruslan Salakhutdinov).

• Eblearn.lsh is a LUSH-based machine learning library for doing Energy-Based Learning. It includes code for “Predictive Sparse Decomposition” and other sparse auto-encoder methods for 
unsupervised learning. Koray Kavukcuoglu provides Eblearn code for several deep learning papers on this page.

• Nengo-Nengo is a graphical and scripting based software package for simulating large-scale neural systems.

• Eblearn is a C++ machine learning library with a BSD license for energy-based learning, convolutional networks, vision/recognition applications, etc. EBLearn is primarily maintained 
by Pierre Sermanet at NYU.

• cudamat is a GPU-based matrix library for Python. Example code for training Neural Networks and Restricted Boltzmann Machines is included.

• Gnumpy is a Python module that interfaces in a way almost identical to numpy, but does its computations on your computer’s GPU. It runs on top of cudamat.

• The CUV Library (github link) is a C++ framework with python bindings for easy use of Nvidia CUDA functions on matrices. It contains an RBM implementation, as well as annealed 
importance sampling code and code to calculate the partition function exactly (from AIS lab at University of Bonn).

• 3-way factored RBM and mcRBM is python code calling CUDAMat to train models of natural images (from Marc’Aurelio Ranzato).

• Matlab code for training conditional RBMs/DBNs and factored conditional RBMs (from Graham Taylor).

• CXXNET – An implementation of deep convolution neural network in C++.

• mPoT is python code using CUDAMat and gnumpy to train models of natural images (from Marc’Aurelio Ranzato).

• neuralnetworks is a java based gpu library for deep learning algorithms.

• ConvNet is a matlab based convolutional neural network toolbox.

• Caffe is a C++/CUDA deep learning framework by Yangqing Jia

• et c  ...
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Two relative simple implementation

• Rasmus Berg Palm’s toolbox

• Andrew Ng’s script
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Rasmus Berg Palm’s toolbox

• Link for Downloading

• https://github.com/rasmusbergpalm/DeepLearnToolbo
x

• Link for Palm’s master thesis

• @MASTERSTHESIS\{IMM2012-06284,    author       = "R. 
B. Palm",    title        = "Prediction as a candidate for 
learning deep hierarchical models of data",    year         
= "2012",}

• http://www2.imm.dtu.dk/pubdb/views/publication_de
tails.php?id=6284)
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Setup

• 1. Download.

• 2. addpath(genpath('DeepLearnToolbox'));

`NN/`   - A library for Feedforward Backpropagation Neural Networks

`CNN/`  - A library for Convolutional Neural Networks

`DBN/`  - A library for Deep Belief Networks

`SAE/`  - A library for Stacked Auto-Encoders

`CAE/` - A library for Convolutional Auto-Encoders

`util/` - Utility functions used by the libraries

`data/` - Data used by the examples`tests/` - unit tests to verify toolbox is working
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test_example_CNN
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• CNN is closed to our every day research

• Not that difficult to use (as a beginner)



Andrew Ng’s script

• http://deeplearning.stanford.edu/wiki/index.php/MATLAB_Modules

• Autor Encoder is the main focus

7



Main focus of this course

• CNN

• Why?

– "from now on, deep learning with CNN has to be 

considered as the primary candidate in essentially 

any visual recognition task.“ (Razavian et al, 2014)
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Widely used Framework

• Theano/Pylearn2
– LISA U. Montreal

– Python & Numpy

• Torch 7
– NYU

– Lua/C++

– Used by FAIR & Google Deep mind & Twitter, etc.

• Cuda-Convnet2
– U. Toronto

– C++ / CUDA library

• Caffe/Decaf
– BVLC, UCB

– C++ / CUDA

• MatCovnet
– VGG, U. Oxford

– Matlab/C++ 
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Widely used Framework

• Theano/Pylearn2

• Torch 7

• Cuda-Convnet2

• Caffe/Decaf

• MatCovnet
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Theano/Pylearn2

• LISA U. Montreal

I believe that the recent surge of interest in NNets just means 

that the machine learning community wasted many years not 

exploring them, in the 1996-2006 decade, mostly. 

There is also hype, especially if you consider the media. That is 

unfortunate and dangerous, and will be exploited especially by 

companies trying to make a quick buck. 

The danger is to see another bust when wild promises are not 

followed by outstanding results. Science mostly moves by small 

steps and we should stay humble.
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Computer Vision Achievement

Slides from Ian Goodfellow in his talk ‘Theano and Pylearn2 for deep learning applied to computer vision’
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Theano

• ‘Theano is a Python library that allows you to define, optimize, and 
evaluate mathematical expressions involving multi-dimensional arrays 
efficiently. ‘

• Theano features:
– tight integration with NumPy – Use numpy.ndarray in Theano-compiled 

functions.

– transparent use of a GPU – Perform data-intensive calculations up to 140x 
faster than with CPU. (for 32-bit floating point only)

– efficient symbolic differentiation – Theano does your derivatives for function 
with one or many inputs.

– speed and stability optimizations – Get the right answer for log(1+x) even 
when x is really tiny.

– dynamic C code generation – Evaluate expressions faster.

– extensive unit-testing and self-verification – Detect and diagnose many types 
of mistake.

• http://deeplearning.net/software/theano/

• https://github.com/goodfeli/theano_exercises
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Theano Deep Learning Toolbox

• https://github.com/lisa-

lab/DeepLearningTutorials

• This toolbox includes some of the most 

important deep learning algorithms such as 

Auto Encoder, DBN, CNN, and RBM

• http://deeplearning.net/tutorial/deeplearning

.pdf

14



15



Pylearn2

• Pylearn2 is a machine learning library. 

• Most of its functionality is built on Theano

– write Pylearn2 new models, algorithms, etc using 
mathematical expressions

– Theano will optimize and stabilize those 
expressions, and 

– compile them to a backend of your choice (CPU or 
GPU).’

• http://deeplearning.net/software/pylearn2/

• https://github.com/lisa-lab/pylearn2/
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Pylearn2

• A machine learning toolbox for easy scientific 
experimentation.

• Researchers add features as they need them. We avoid 
getting bogged down by too much top-down planning 
in advance.

• Pylearn2 may wrap other libraries such as scikit-learn 
when this is practical

• To provide great flexibility and make it possible for a 
researcher to do almost anything

• Many deep learning reference implementations

• Small framework for all what is needed for one normal 
MLP/RBM/SDA/Convolution experiments.
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Setup

• http://deeplearning.net/software/pylearn2/
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How to get start

• http://daemonmaker.blogspot.ca/2014/10/a-first-experiment-

with-pylearn2.html
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A Pylearn2 example 

• Training a convolutional network on CIFAR-10 

with maxout units: 
– https://github.com/lisa-

lab/pylearn2/tree/master/pylearn2/scripts/papers/maxout
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Widely used Framework

• Theano/Pylearn2

• Torch 7

• Cuda-Convnet2

• Caffe/Decaf

• MatCovnet
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Torch

• Torch is an open source deep learning library for
the Lua programming language and a scientific
computing framework for machine learning algorithms.
It uses LuaJIT and an underlying C implementation.

– For Mac OS X and Linux

– http://torch.ch/docs/getting-started.html#_

– FAIR & ‘Deep mind’ use it!

– Always aimed large-scale learning

– Includes lots of packages for neural networks, optimization,
graphical models, image processing ➡ More than 50,000
downloads, universities and major industrial labs
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Getting started

• Torch’s main site and resources:

• www.torch.ch 

• Tutorials for Torch: 
– http://torch.madbits.com 

• ‘Everything Torch’

• https://github.com/torch/torch7/wiki/Cheatshee
t

• Lua: http://www.lua.org 

• LuaJIT: http://luajit.org/luajit.html
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Packages for DL

• Neural Network Package for Torch

– http://torch.cogbits.com/doc/nn/index.html

• DP Package

– https://github.com/nicholas-leonard/dp
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fbcunn - Deep Learning CUDA 

Extensions from FAIR

• Fbcunn contains highly engineered deep learning

modules for GPUs, to accelerate your own deep

learning endeavors.

• It plugs into the Torch-7 framework and installs

seamlessly via luarocks, and is fully compatible with

torch's nn package.’

• https://facebook.github.io/fbcunn/fbcunn/
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fbcunn
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Widely used Framework

• Theano/Pylearn2

• Torch 7

• Cuda-Convnet2

• Caffe/Decaf

• MatCovnet
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Cuda-Convnet2

• By Alex Krizhevsky

• https://code.google.com/p/cuda-convnet2/

• Very fast on state-of-the-art GPUs with Multi-GPU 

parallelism
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Cuda-Convnet1
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ConvNet

• By Sergey Demyanov

• https://github.com/sdemyanov/ConvNet

• Convolutional Neural Networks for Matlab, 
including Invariang Backpropagation algorithm 
(IBP). Has versions for GPU and CPU, written on 
CUDA, C++ and Matlab. All versions work 
identically. The GPU version uses kernels from 
Alex Krizhevsky's library 'cuda-convnet2'.

•
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Some other CUDA DNN toolbox

• NVIDIA cuDNN

• CUDA CNN
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NVIDIA cuDNN

• cuDNN is an NVIDIA library with functionality 

used by deep neural network.

• http://deeplearning.net/software/theano/libr

ary/sandbox/cuda/dnn.html
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CUDA CNN 2

• CudaCnn is a Convolutional neural networks 

library writen on C++/CUDA with Matlab 

frontend.

• http://www.mathworks.com/matlabcentral/fil

eexchange/24291-cnn-convolutional-neural-

network-class
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CUDA CNN 1

• http://www.mathworks.com/matlabcentral/fil

eexchange/24291-cnn-convolutional-neural-

network-class
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Widely used Framework

• Theano/Pylearn2

• Torch 7

• Cuda-Convnet2

• Caffe/Decaf

• MatCovnet
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Caffe

• ‘Caffe is a deep learning framework developed with 

cleanliness, readability, and speed in mind. It was created 

by Yangqing Jia during his PhD at UC Berkeley, and is in active 

development by the Berkeley Vision and Learning Center 

(BVLC) and by community contributors.’

• Tested on Linux and Mac OS X

• http://caffe.berkeleyvision.org/

• http://caffe.berkeleyvision.org/tutorial/
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DIY Deep Learning for Vision: a Hands-

On Tutorial with Caffe

Slides by Evan Shelhamer, Jeff Donahue, Yangqing Jia, Ross Girshick

In ‘Brewing Deep Networks With Caffe’
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DIY Deep Learning for Vision: a Hands-

On Tutorial with Caffe

Slides from Evan Shelhamer, Jeff Donahue, Yangqing Jia, Ross Girshick
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The Caffe Model Zoo

• - open collection of deep models to share 

innovation

– VGG ILSVRC14 + Devil models 

– Network-in-Network / CCCP

– MIT Places scene recognition

– …

•
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DeCaf

• http://daggerfs.com/
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NUS Purine

• Purine: A Bi-graph based deep learning 

framework

In purine the math functions and core computations are adopted from 

Caffe.

Pictures from Min LIN, Shuo LI, Xuan LUO, Shuicheng YAN’s slides

https://docs.google.com/presentation/d/1_LtkveeE1XTTsCthIruLb2bL4pcquhx2mRqXgbiBJ

sw/edit#slide=id.p26



Widely used Framework

• Theano/Pylearn2

• Torch 7

• Cuda-Convnet2

• Caffe/Decaf

• MatCovnet

42



Oxford Impl. MatConvNet

• http://www.vlfeat.org/matconvnet/

• Andrea Vedaldi, Karel Lenc. MatConvNet -

Convolutional Neural Networks for MATLAB. 
http://arxiv.org/pdf/1412.4564v1.pdf
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Achievement
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Using the pre-trained model (1/2)
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Using the pre-trained model (2/2)
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Java Implementation

• https://github.com/ivan-vasilev/neuralnetworks

• By Ivan Vasilev

• This is a Java implementation of some of the 

algorithms for training deep neural networks. 

GPU support is provided via the OpenCL and 

Aparapi. The architecture is designed with 

modularity, extensibility and pluggability in mind.

•
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Some other toolbox

• Overfeat

• NUS Purine
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OverFeat: Object Recognizer, Feature 

Extractor
• http://cilvr.nyu.edu/doku.php?id=software:overfeat:start

• OverFeat is a Convolutional Network-based image features 
extractor and classifier.

• The underlying system is described in the following paper:

• Pierre Sermanet, David Eigen, Xiang Zhang, Michael 
Mathieu, Rob Fergus, Yann LeCun: “OverFeat: Integrated 
Recognition, Localization and Detection using Convolutional 
Networks”, International Conference on Learning 
Representations (ICLR 2014), April 2014. (OpenReview.net), 
(arXiv:1312.6229), (BibTeX).
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OverFeat: Object Recognizer, Feature 

Extractor
• It is primarily a feature extractor in that data augmentation for 

better classification is not provided. Different data augmentation 
schemes can be implemented to improve classification results, see 
the OverFeat paper for more details.

• OverFeat was trained on the ImageNet dataset and participated in 
the ImageNet 2013 competition.

• This package allows researchers to use OverFeat to recognize 
images and extract features.

• A library with C++ source code is provided for running the OverFeat
convolutional network, together with wrappers in various scripting 
languages (Python, Lua, Matlab coming soon).

• OverFeat was trained with the Torch7 package 
( http://www.torch.ch ). This package provides tools to run the 
network in a standalone fashion. The training code is not part of 
this package.
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Comparisons and Summary

• All 

– Implements deep CNN

– Well Supports GPU

– Open-source

• No strict winners

• Try and choose the one that best fits your 

work
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